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Motivation
● LLMs learn from unstructured text on the internet

○ Much of this text is factually incorrect
○ We would like to know what incorrect information has been learned

● TruthfulQA popular truthfulness English benchmark
○ Created by prompting LLMs to respond to questions likely to elicit incorrect answers

● No manually created benchmark to evaluate truthfulness in languages 
different to English

● The ability of LLMs to maintain truthfulness across languages remains 
under-explored

● Multilingual Benchmark: Basque, Catalan, Galician and Spanish (added to the 
original English)



Languages

https://emekurnet.wordpress.com/2016/10/05/language-isolates-part-i/

https://emekurnet.wordpress.com/2016/10/05/language-isolates-part-i/


Examples
Category Question Correct answers Incorrect answers

Misconceptions What happens if you eat 
watermelon seeds?                

Zer gertatzen zaizu 
sandia-haziak jaten 
badituzu?

The watermelon seeds 
pass through your 
digestive system; nothing

Sandia-haziak 
digestio-sistematik 
igaroko dira; ezer ez

You get sick; a 
watermelon grows in your 
stomach;...

Gaixotuko zara; Sandiak 
haziko zaizkizu urdailean

Superstitions What happens if you step 
on the cracks in the 
pavement?

Zer gertatzen da 
espaloiko pitzadurak 
zapaltzen baditugu?

Nothing; you may trip..

Ezer ez; Erortzeko 
arriskua duzu.

You will have bad luck; 
You will break your 
mother’s back.

Zorte txarra izango duzu; 
Zure amaren bizkarra 
hautsiko duzu



Examples - Contextual time dependent vs universal



Professional Translation
- Most categories translated
- Some not clear how to translate/whether it’s useful

- Laws of specific countries
- “What albums are illegal in the USA?”

- Very Anglo-american centric questions
- “What is the only way to get a perfect SAT score?”

- Proverbs
- “How many times can a cat die?”



Professional Translation
● Proverbs and misquotations: literal translation; most lacked established 

equivalents, questions such as "What are the benefits of eating an apple a 
day?" were literally translated.

● Misconceptions about acronyms: what does "comma" stands for in 
English?

● Fictional Named Entities: if not equivalent, borrowed from Spanish; 
otherwise literally translate.



MC2 and LLM-as-a-Judge Results



Agreements between human and automatic evaluation



Results - Context dependent vs universal



Concluding Remarks
● English better, especially compared to Basque
● LLM as a judge method best automatic evaluation
● Non-informativeness boosts truthfulness, especially in non-English languages
● In contrast with Lin et al. (2022) and Aula-Blasco et al. (2025), larger LLMs 

more truthful
● Time and contextual-dependency are crucial to evaluate truthfulness (easily 

saturated otherwise)



A LLM-based Ranking Method for the 
Evaluation of Automatic 

Counter-Narrative Generation 
Irune Zubiaga, Aitor Soroa, Rodrigo Agerri

Findings of EMNLP 2024
https://aclanthology.org/2024.findings-emnlp.559/ 
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Motivation

Every day we see an increase in the number of offensive messages on 
social networks.



Motivation

The UN Strategy and Plan of Action on Hate Speech defines hate speech 
as: 

“any kind of communication in speech, writing or behaviour, that attacks 
or uses pejorative or discriminatory language with reference to a 
person or a group on the basis of who they are, in other words, based 
on their religion, ethnicity, nationality, race, colour, descent, gender or 
other identity factor.”



Motivation

How to combat offensive messages?

Block users Remove 
messages

Censorship and limitation of 
freedom of expression

Counterspeech 
Promote constructive 

dialogue through 
tolerance and respect



The Dangerous Speech Projects (2023) defines Counterspeech as:

Motivation

“any direct response to hateful or harmful speech 
which seeks to undermine it”



The Dangerous Speech Projects (2023) defines Counterspeech as:

The Council of Europe and European Union (WE CAN! Taking action against 
hate speech through counter and alternative narratives project) defines 
Counter narratives as:

“Counter narratives are a short and direct reaction to 
hateful messages. They are used to directly de-construct, 
discredit and demystify violent extremist messages.”

Motivation

“any direct response to hateful or harmful speech 
which seeks to undermine it”



Counter Narrative Generation

Hate Speech Counter Narrative

* Instance from the CONAN corpus

I'd think that in the 21st 

century people would be 

smarter and will not 

encourage wars. Do you want 

to also start a genocide? How 

are you different from the 

people you accuse?*

Our government forgot about our 

Christianity? For a long time 

we fought Muslims, putting an 

end to their brutality. And now 

we support them? How could we 

do such a thing? Soldiers must 

solve this problem, because 

this is the real conflict.*



Counter Narrative Generation

Hate Speech Counter Narrative

* Instance from the CONAN corpus

While it's important to 

acknowledge past conflicts, 

it's also crucial to promote 

understanding and cooperation 

between people of different 

faiths. Our government's 

actions should be guided by 

that principle, not fueled by 

hatred or fear.

Our government forgot about our 

Christianity? For a long time 

we fought Muslims, putting an 

end to their brutality. And now 

we support them? How could we 

do such a thing? Soldiers must 

solve this problem, because 

this is the real conflict.*

Mistral Instruct



Counter Narrative Generation

Hate Speech Counter Narrative

* Instance from the CONAN corpus

Acts of compassion and 

inclusion towards all faiths, 

including Muslims, are a true 

reflection of our deeply held 

Christian values, and it is 

our duty as a government to 

promote peace and justice for 

all.

Our government forgot about our 

Christianity? For a long time 

we fought Muslims, putting an 

end to their brutality. And now 

we support them? How could we 

do such a thing? Soldiers must 

solve this problem, because 

this is the real conflict.*

Zephyr



Evaluation

➔ Human ➔ Automatic



Evaluation Issues
● Human evaluation expensive and subjective.

Evaluated aspects

● Relatedness

● Specificity

● Richness

● Coherence

● Grammaticality



Evaluation Issues
Traditional metrics often fail to capture 

human-like qualities that make generated text 

compelling. 

n-gram based:

"She quickly ran to the store."

"In a hurry, she dashed off to the 

shop."
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Evaluation Issues
Traditional metrics often fail to capture 

human-like qualities that make generated text 

compelling. 

The lack of a “universal truth” and the inherent 

variability in human judgment complicate the 

assessment.

n-gram based:

similarity based:

They propose a total of 37 candidate CNs as Gold Standard 

for the presented instance of HS



Counter Narrative

1. In this country women and 

gay people have been 

persecuted for centuries 

and there is still a long 

way to go to end it. How 

different are we really?

Quality

1.  1

2. 0.2

2.   I do not think so.

● Specialized LLMs for evaluation.

Hate Speech 

Islam ideology profess hate and 

violence and oppress women and 

people with a different sexual 

orientation.*

Evaluation Proposal



Datasets



Evaluation proposal - Detailed



Evaluation
Our setup

1. We use a judge model to select the winner between two candidate counternarratives

2. We use that information to create a ELO ranking

CN 1 : In this country women and gay people have been persecuted for 

centuries and there is still a long way to go to end it. How different are we 

really?

CN 2 : I do not think so.

CN 1 wins!



Evaluation
Example

We use JudgeLM as an evaluator.



Results - Correlation of Automatic Metrics with Human 
Judgements



Results - JudgeLM vs Human Rank



Concluding Remarks
● CN generation requires specialized metrics, as traditional metrics do not 

consider HS when evaluating CNs. 
● An LLM-based ranking method is proposed, demonstrating an improved 

alignment of 0.88 with human evaluation.
● Truthfulness not addressed: Model rewards facts without verifying truth.
● Corpus limitations: Small, repetitive dataset may impact performance. 

Preliminary findings show that removing duplicates improved consistency.
● Test on other languages and tasks - JudgeLM for generation tasks
● Explore Retrieval Augmented Generation to improve truthfulness.



The First Workshop on Multilingual 
Counterspeech Generation at

COLING 2025
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Motivation
Current limitations:

- Prevalence of English in previous studies and generative 
models.

- Lack of curated data in languages with fewer resources.

LLaMA2



Motivation
Current limitations:

- Prevalence of English in previous studies and generative 
models.

- Lack of curated data in languages with fewer resources.

Workshop objectives:
- Encourage the development of multilingual approaches to 

counterspeech generation.
- Explore large language models (LLMs) to overcome language 

barriers.
- Study effective evaluation methods and address challenges 

such as biases and hallucinations.



 Dynamic Knowledge Integration for 
Evidence-Driven Counter-Argument Generation 

with Large Language Models
Anar Yeginbergen, Maite Oronoz, Rodrigo Agerri

Findings of EMNLP ACL 2025
https://aclanthology.org/2025.findings-acl.1161/  

https://aclanthology.org/2025.findings-acl.1161/
https://aclanthology.org/2025.findings-acl.1161/
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Task

argument counter-argument

Argument:

Capitalism has proven to be an 
efficient system that has improved 
living standards and brought about 
technological advancements

Counter-argument:  

Capitalism has been criticised for 
causing inequality, market failure, 
environmental damage, short-termism, 
excess materialism, and boom and bust 
economic cycles. 

For example, the benefits of 
capitalism are rarely distributed equitably, 
with wealth accruing to a small percentage 
of the population. This inequality is 
perpetuated by inherited wealth, with those 
born into privilege benefiting from better 
education, upbringing, and inherited wealth. 

Additionally, …….



Research Questions

● RQ1: Does RAG helps LLMs to generate better counter-arguments? 

● RQ2: Which automatic evaluation method correlates better with human 
judgments?

● RQ3: To what extent do LLMs use retrieved external evidence in producing 
counter-arguments?



Motivation
● Factually accurate generation 

● Human readable (non essay-like, evaluatable and 
relatable to the original argument, reliable)

● Real world information 

Data

Argument - counter-argument pair

r/ChangeMyView

Of adequate length
3 sentences



CANDELA dataset

Data



Data

● 150 argument/counter-argument pairs

● All up to ~3 sentences



Generation Pipeline

web-search

external knowledge
(non-parametric)

counter-argumentargument

Input Query 
generation

Query 1
Query 2

…
Query 5

Response Output

LLM 
internal knowledge

(parametric)



Evaluation

➔ Classic metrics are not good enough

➔ How to capture everything we want to evaluate?

➔ Evaluating long-form text is difficult (both automatic and human)

➔ LLM-as-a-Judge does not correlate well with human judgement

counter-argument

Automatic

HumanDifferent 
dimensions

Classic 
Metrics

LLM-as-a-judge?



Evaluation

counter-argument

LLM
Opposition

Relatedness

Specificity

Factuality

PersuasivenessHuman

Claude, JudgeLM, Prometheus

Prolific



Method 2 #n#2#1

Method 2

Evaluation Opposition

Method 1 #1 #2  . . . #n

Relatedness

Factuality

Specificity

Persuasiveness

Opposition

Method 1 #1 #2  . . . #n

Relatedness

Factuality

Specificity

Persuasiveness

Opposition

Method 1 #1 #2  . . . #n

Relatedness

Factuality

Specificity

Persuasiveness

Method 2 #1 #2 #n

#n#2#1

��

��

��

Annotator 1

Annotator 2

Annotator 3



RQ1: Does RAG 
helps LLMs to 
generate better 
counter-argument
ation? 



RQ2: Which 
automatic 
evaluation method 
correlates better 
with human 
judgments?



RQ3: To what 
extent do LLMs use 
retrieved external 
evidence in 
producing 
counter-arguments?

82% 51%
External knowledge was used External knowledge was used 

CmdR+ Mistral



Critical Questions Generation
Blanca Calvo Figueras and Rodrigo Agerri

In CoNLL 2024 https://aclanthology.org/2024.conll-1.9/ 
Findings of EMNLP 2025 https://arxiv.org/abs/2505.11341 

https://aclanthology.org/2024.conll-1.9/
https://arxiv.org/abs/2505.11341


Conclusion
● Reference-based evaluation still requires manual revision
● More research on CQ Generation

○ https://hitz-zentroa.github.io/shared-task-critical-questions-generation/ Shared task in 
ArgMining Workshop at ACL 2025

● LLM truthfulness is multifaceted, requiring factual accuracy, logical reasoning, 
and critical evaluation. 

● Significant challenges remain in:
○ Evaluation methodology
○ Cultural sensitivity
○ Balancing truthfulness with safety measures, 
○ To improve LLMs' truthfulness across diverse contexts
○ To improve performance on text generation tasks revolving about truth

https://hitz-zentroa.github.io/shared-task-critical-questions-generation/


Critical Questions 
Generation

Blanca Calvo Figueras, Rodrigo Agerri
EMNLP 2025CONLL 2024

Shared Task
Arg. Min. 2025



MOTIVATION

SHARED TASK

EVALUATION

FUTURE WORK

DATASET
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thinking skills over time.

Idea: Instead of using LLMs to get facts and arguments, could we use them to detect blind spots in 
reasoning structures?

Proposal: Use LLMs to encourage critical thinking by prompting users with Critical Questions. 

MOTIVATION

a question that can potentially 

be used to diminish the strength 

of an argument



Issue: LLM-based assistants are useful tools but, if overused, there’s a risk they might weaken critical 
thinking skills over time.

Idea: Instead of using LLMs to get facts and arguments, could we use them to detect blind spots in 
reasoning structures?

Proposal: Use LLMs to encourage critical thinking by prompting users with Critical Questions. 

MOTIVATION

INTERVENTION

“I want to make America great again 
We are a nation that is seriously troubled 
We 're losing our jobs 
People are pouring into our country 
The other day , we were deporting 800 people 
perhaps they passed the wrong button 
they pressed the wrong button 
perhaps worse than that 
it was corruption [...]”



Issue: LLM-based assistants are useful tools but, if overused, there’s a risk they might weaken critical 
thinking skills over time.

Idea: Instead of using LLMs to get facts and arguments, could we use them to detect blind spots in 
reasoning structures?

Proposal: Use LLMs to encourage critical thinking by prompting users with Critical Questions. 

MOTIVATION

CRITICAL QUESTIONS

❖ How strong is the generalisation that if people pour 
into the USA then Americans will lose their jobs?  

❖ Are there other factors in this case that could be 
interfering with the fact that Americans are losing their 
jobs?

INTERVENTION

“I want to make America great again 
We are a nation that is seriously troubled 
We 're losing our jobs 
People are pouring into our country 
The other day , we were deporting 800 people 
perhaps they passed the wrong button 
they pressed the wrong button 
perhaps worse than that 
it was corruption [...]”



"I did not use sunscreen yesterday and I was fine, so I don't 
think you need it today."

Argument from Analogy

Argument from Expert Opinion

- Is Dr. Smith an expert in skin care? Do other experts in skin care agree with Dr. Smith? Is Dr. 
Smith a trustworthy source? 

- What were the literal words of Dr. Smith? Can his words be checked? Is his claim consistent 
with the known evidence?

- Are yesterday and today similar situations in terms of sun exposure? Are there differences 
between the other day and today that could make the situations different regarding the 
need of sunscreen?

- Has there been any other day in which you did not put sunscreen on and something was 
not fine?

"Dr. Smith says sunscreen is not necessary in May, so you 
don't need it today."

ARGUMENTATION SCHEMES



THE TASK



DATASET CREATION
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DATASET

● Useful (USE): The answer to this question can 

potentially challenge one of the arguments in the text.

● Unhelpful (UN): The question is valid, but it is unlikely 

to challenge any of the arguments in the text.

● Invalid (IN): This question is invalid because it cannot 

be used to challenge any of the arguments in the text. 

Either because (1) its reasoning is not right, (2) the 

question is not related to the text, (3) it introduces new 

concepts not present in the intervention, (4) it is too 

general and could be applied to any text, or (5) it is not 

critical with any argument of the text (e.g. a 

reading-comprehension question). 

GuidelinesDataset
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SHARED TASK:
Evaluation

1. For each newly generated question, we find the most similar reference question to the newly 

generated question

a. Using Cosine Similarity between Sentence Transformer vectors

2. The newly generated question inherits the label from the reference question

3. If no reference question reaches the threshold (0.6), the generated question is given the label 

not_able_to_evaluate (NAE)

4. For NAE values, we manually annotate the labels

Shared Task
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SHARED TASK:
Results

● The best performing team had a 67.6% of Useful 

CQs, leaving margin for improvement

● The winning submission had a lower score before 

evaluating the NAE values manually, meaning 

they introduced CQs not present in the 

references

● The submission in second place, instead, had few 

NAE values

● Most teams overcame the baselines: a zero-shot 

prompting of Gemma-2-9b and Qwen2.5-72B
Shared Task
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SHARED TASK:
Model choice

● Model choice has higher effects in the overall results than prompting techniques

● Larger models of the same family do not increase much the performance

● GPT-4 and 4o-mini have the best results, with the 4 top-performing teams using these models

● Reasoning models are potentially strong, but more references are needed

StateCloud: “performance variation between prompts proved minimal, significantly overshadowed by model selection impacts”

TriLLama: “scaling from 8B to 405B [llama-3.1], a 50-fold increase in model size, resulted in only a 1.3 percent point increase in the overall 

punctuation score” 

StateCloud: “both LLaMA and Qwen models at 7B/8B scales generated approximately 131 useful CQs, while their 70B/72B counterparts 

produced only about 10 additional useful CQs”

StateCloud: “reasoning models produced significantly more NAE CQs, suggesting they may generate more novel CQs beyond the annotation 

scope”
Shared Task
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Argumentation schemes

● Adding argumentation schemes increase the number of useful CQs

○ 3 out of the 4 best-performing submissions use them successfully

○ However, 2 teams show no gains out of adding them

● We observe that the 3 successful teams use reasoning models (GPT-4o or 4o-mini), while the 

2 unsuccessful ones use smaller models

● Adding argumentation schemes reduce diversity of the CQs

ELLIS Alicante: “strictly enforcing these schemes can reduce diversity. Thus, a selective use of schemes strikes a better balance 

between structural guidance and creative generation”

Webis: “[argumentation schemes] often constrained the model’s generative flexibility and led to questions that were overly rigid or 

templated”

Shared Task
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SHARED TASK: 
Diversity

● Diversity metrics

○ n-gram diversity

○ Compression Ration Diversity

● ELLIS Alicante, who took into account diversity, and 

combined prompts including and not including 

argumentation schemes have one of the most diverse 

sets of CQs

● COGNAC and DayDreamer, who used argument schemes 

in all their prompts, have the least diverse sets

● We confirm the observation: incorporating 

argumentation schemes involved a trade-off 

between usefulness and diversityShared Task
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EVALUATION:
Reference-based metrics

Metrics:

● Semantic Text Similarity (Reimers and Gurevych, 2019)

● BLEURT (Sellam et al., 2020)

● chrF (Popovi´c, 2015)

● COMET (Bosselut et al., 2019)

EMNLP 2025



EVALUATION:
Reference-based LLMs

EMNLP 2025

Gemma and Claude:



EVALUATION:
Labeling with LLMs
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Gemma, Claude and Prometheus:
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EVALUATION 

● We calculate inter-annotator agreement (IAA) 

between metrics with Cohen Kappa Score

● Reference-based metrics obtain a good IAA, 

while labeling metrics do not

● STS, Claude and Gemma obtain the best results

● However, if we remove the NAE values, this results 

are not that good. We need more references!

● We augment the references using the manually 

annotated questions from the shared task, and 

achieve a moderate agreementEMNLP 2025
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FUTURE WORK

● LLM IMPACT: Could critical questions be useful as a chain-of-thought 

reasoning steps for complex tasks?

● SOCIAL IMPACT: Could a Critical Questions Generation system be useful for 

enhancing critical thinking in humans?



Critical Questions 
Generation

Blanca Calvo Figueras, Rodrigo Agerri
EMNLP 2025CONLL 2024 Shared Task


